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The fact that time measurement as a process of counting

of repeating discrete events does not really exclude inhomo-

geneity of time, has been nicely mentioned by L. Carroll in

Alice’s Adventures in Wonderland :

“. . . I know I have to beat time when I learn mu-

sic.”

“Ah! That accounts for it,” said the Hatter. “He

[Time] won’t stand beating. Now, if you only kept

on good terms with him, he’d do almost anything

you liked to do with the clock. . . ”

#4
Matrix approach extended:

distributed orders,
non-equidistant grids,

method of “large steps”
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Triangular strip matrices (TSM)
Lower TSM:

LN =





ω0 0 0 0 · · · 0
ω1 ω0 0 0 · · · 0
ω2 ω1 ω0 0 · · · 0
. . . . . . . . . . . . · · · · · ·

ωN−1
. . . ω2 ω1 ω0 0

ωN ωN−1
. . . ω2 ω1 ω0





,

Upper TSM:

UN =





ω0 ω1 ω2
. . . ωN−1 ωN

0 ω0 ω1
. . . . . . ωN−1

0 0 ω0
. . . ω2

. . .

0 0 0
. . . ω1 ω2

· · · · · · · · · · · · ω0 ω1

0 0 0 · · · 0 ω0





,

If two TSMs are of the same type, then: CD = D C.
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Left-sided R-L derivatives

aD
α
tk

f(t) ≈ ∇
αf(tk)

hα = h−α
k�

j=0

(−1)j
�

α

j

�
fk−j , k = 0, 1, . . . , N.





h−α∇αf(t0)

h−α∇αf(t1)

h−α∇αf(t2)
...

h−α∇αf(tN−1)

h−α∇αf(tN )





=
1

hα





ω(α)
0 0 0 0 · · · 0

ω(α)
1 ω(α)

0 0 0 · · · 0

ω(α)
2 ω(α)

1 ω(α)
0 0 · · · 0

. . . . . . . . . . . . · · · · · ·
ω(α)

N−1
. . . ω(α)

2 ω(α)
1 ω(α)

0 0

ω(α)
N ω(α)

N−1
. . . ω(α)

2 ω(α)
1 ω(α)

0









f0

f1

f2

...

fN−1

fN





ω(α)
j = (−1)j

�
α

j

�
, j = 0, 1, . . . , N.

Left-sided fractional derivatives
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Left-sided R-L integration

aD
−α
t f (t) =

1

Γ(α)

t�

a

(t− τ )α−1f (τ )dτ, (a < t < b),

Iα
N = (Bα

N)−1.

Iα
N ←→ ϕN(z) = truncN

�
β−1

α (z)
�

= truncN (hα(1− z)−α) .

Iα
N = hα





ω(−α)
0 0 0 0 · · · 0

ω(−α)
1 ω(−α)

0 0 0 · · · 0
ω(−α)

2 ω(−α)
1 ω(−α)

0 0 · · · 0
. . . . . . . . . . . . · · · · · ·

ω(−α)
N−1

. . . ω(−α)
2 ω(−α)

1 ω(−α)
0 0

ω(−α)
N ω(−α)

N−1
. . . ω(−α)

2 ω(−α)
1 ω(−α)

0





Left-sided fractional integrals:
inverse of fractional derivatives



What will change if we 
consider right-sided 

fractional-order 
derivatives and 

integrals ?

7

Symmetric 
Riesz fractional derivative

8

dβφ(x)
d|x|µ = Dβ

Rφ(x) =
1
2

�
aDβ

xφ(x) + xDβ
b φ(x)

�

Riemann-Liouville

tiation formulas. Momani and Odibat [31] developed a reliable algorithm of
the Adomian decomposition method to construct a numerical solution of the
space-time FADE in the form of a rapidly convergent series with easily com-
putable components. However, they did not give its theoretical analysis. Liu
et al. [23] proposed an approximation of the Lévy-Feller advection-dispersion
process by employing a random walk and finite difference methods.

The FADE with a symmetric fractional derivative, namely the Riesz fractional
derivative, is derived from the kinetics of chaotic dynamics by Saichev and Za-
slavsky in [35] and summerised by Zaslavsky in [43]. Ciesielski and Leszczynski
[6] present a numerical solution for the Riesz FADE (without the advection
term) based on the finite differences method. Meerschaert and Tadjeran [27]
propose a shifted Grünwald estimate for the two-sided space fractional partial
differential equations. In the light of their paper, Shen et al. [38] present ex-
plicit and implicit difference approximations for the Riesz FADE with initial
and boundary conditions on a finite domain, and derive the stability and con-
vergence of the proposed numerical methods. To the authors’ best knowledge,
there is no other research on the numerial methods for solving Riesz FADE.
Therefore, the numerical treatments for the Riesz FADE are still spare. This
motivate us to investigate more computationally efficient numerical techniques
for solving Riesz FADE.

In this paper, we consider the following fractional partial differential equations
with the Riesz space fractional derivatives (FPDE-RSFD):

∂u(x, t)

∂t
= Kα

∂α

∂|x|α u(x, t) + Kβ
∂β

∂|x|β u(x, t), 0 < t ≤ T, 0 < x < L (1)

subject to the boundary and initial conditions given by

u(0, t) = u(L, t) = 0, (2)

u(x, 0) = g(x), (3)

where u is, for example, a solute concentration; Kα and Kβ represent the
dispersion coefficient and the average fluid velocity. The Riesz space fractional
derivatives of order α(1 < α ≤ 2) and β(0 < β < 1) are defined respectively
as

∂α

∂|x|α u(x, t) = −cα(0D
α
x +x Dα

L)u(x, t), (4)

∂β

∂|x|β u(x, t) = −cβ(0D
β
x +x Dβ

L)u(x, t), (5)

3

where

cα =
1

2 cos(πα
2 )

, α �= 1, cβ =
1

2 cos(πβ
2 )

, β �= 1,

0D
α
xu(x, t) =

1

Γ(2− α)

∂2

∂x2

� x

0

u(ξ, t)dξ

(x− ξ)α−1
,

xD
α
Lu(x, t) =

1

Γ(2− α)

∂2

∂x2

� L

x

u(ξ, t)dξ

(ξ − x)α−1
,

0D
β
xu(x, t) =

1

Γ(1− β)

∂

∂x

� x

0

u(ξ, t)dξ

(x− ξ)β
,

xD
β
Lu(x, t) = − 1

Γ(1− β)

∂

∂x

� L

x

u(ξ, t)dξ

(ξ − x)β
.

Here 0Dα
x (0Dβ

x) and xDα
L (xD

β
L) are defined as the left- and right-side Riemann-

Liouville derivatives.

The fractional kinetic equation (1) has a physical meaning (see [35,43] for
further details). Physical considerations of a fractional advection-dispersion
transport model restrict 1 < α ≤ 2, 0 < β < 1, and we assume Kα > 0 and
Kβ ≥ 0 so that the flow is from left to right. The physical meaning of using
homogeneous Dirichlet boundary conditions is that the boundary is set far
enough away from an evolving plume such that no significant concentrations
reach that boundary [25,27]. In the case of α = 2 and β = 1, Eq. (1) reduces
to the classical advection-dispersion equation (ADE). In this paper, we only
consider the fractional cases: when Kβ = 0, Eq. (1) reduces to the Riesz
fractional diffusion equation (RFDE) [35]; when Kβ �= 0, the Riesz fractional
advection-dispersion equation (RFADE) is obtained [43].

There are different techniques for approximating different fractional deriva-
tives [33,36,32]. People may get confused on this issue. One contribution of
this paper is that we illustrate how to choose different techniques for different
fractional derivatives. For simulation of Riemann-Liouville fractional deriva-
tive, there exists a link between the Riemann-Liouville and Grünwald-Letnikov
fractional derivatives. This allows the use of the Riemann-Liouville defini-
tion during problem formulation, and then the use of the Grünwald-Letnikov
definition for obtaining the numerical solution [33]. When using the stan-
dard Grünwald approximation for the Riemann-Liouville fractional derivative,
Meerschaert and Tadjeran [26] found that the standard Grünwald approxima-
tion to discretize the fractional diffusion equation results in an unstable finite
difference scheme regardless of whether the resulting finite difference method
is an explicit or an implicit system. In order to show how to use the standard
Grünwald approximation and Shifted Grünwald approximation, we consider
the the Riesz fractional advection-dispersion equation 1. We approximate the
diffusion term by the shifted Grünwald method and approximate the advec-
tion term by the standard Grünwald method. In our opinion, this is a new

4

Discretization of symmetric 
Riesz fractional derivative

9

�
v(β)

m v(β)
m−1 . . . v(β)

1 v(β)
0

�T
= R(β)

m

�
vm vm−1 . . . v1 v0

�T

R(β)
m =

h−α

2

�
−1Um + +1Um

�
(1) Using the left and right sided R-L derivatives:

(2) Using Ortigueira’s centred differences:

R(β)
m = h−β





ω(β)
0 ω(β)

1 ω(β)
2 ω(β)

3 · · · ω(β)
m

ω(β)
1 ω(β)

0 ω(β)
1 ω(β)

2 · · · ω(β)
m−1

ω(β)
2 ω(β)

1 ω(β)
0 ω(β)

1 · · · ω(β)
m−2

. . . . . . . . . . . . · · · · · ·

ω(β)
m−1

. . . ω(β)
2 ω(β)

1 ω(β)
0 ω(β)

1

ω(β)
m ω(β)

m−1

. . . ω(β)
2 ω(β)

1 ω(β)
0





ω(β)
k =

(−1)k Γ(β + 1) cos(βπ/2)
Γ(β/2− k + 1) Γ(β/2 + k + 1)

Time- and Space- Fractional 
Diffusion Equation

10

Symmetric Riesz fractional derivative:

∂u

∂t
= a2 ∂βu

∂|x|β

C
0Dα

t y = a2 ∂βy

∂|x|β

C
aD

µ
xφ(x) =

1

Γ(m− µ)

x�

a

φ(m)(ξ)dξ

(x− ξ)µ−m+1
, (m− 1 < µ ≤ m) (3)

Taking α = 1 in (2) gives the classical diffusion equation (1).
Other two forms of a time fractional diffusion equation that appears in

the literature use the Riemann-Liouville fractional derivative instead of the
Caputo one [44]. Although recently, in addition to a geometric and physical
interpretation of fractional integration and fractional differentiation [52], a
physical interpretation for the initial conditions in terms of the Riemann-
Liouville fractional derivatives of the unknown function has been suggested
[27], the use of Caputo derivative in physical problems is perhaps more conve-
nient since it allows using initial conditions expressed in terms of values of the
unknown function and its integer-order derivatives [50]. However, all three
forms of “time-fractionalization” are equivalent if zero initial conditions are
posed. In what follows we use the form with the Caputo derivative, equation
(2), since some of the illustrating examples use non-zero initial conditions.

In the second type of fractionalization, the second order spatial derivative
is replaced by the fractional derivative of the order β between 1 and 2, thus
leading to spatial fractional diffusion equation,

∂u

∂t
= χ

∂βu

∂|x|β , ( t > 0, a < x < b ) (4)

where ∂β/∂|x|β (we adopt here the notation introduced in [54]) is a partial
(with respect to spatial variable) symmetric Riesz derivative, which is defined
as a half-sum of the left- and right-sided Riemann-Liouville derivatives [50,
51]:

dβφ(x)

d|x|β = Dβ
Rφ(x) =

1

2

�
aD

β
xφ(x) + xD

β
b φ(x)

�
, (5)

where the left- and right-sided Riemann-Liouville derivatives are defined by

aD
µ
xφ(x) =

1

Γ(m− µ)

�
d

dx

�m
x�

a

φ(ξ)dξ

(x− ξ)µ−m+1
, (m− 1 < µ ≤ m), (6)

3

Time- and Space- Fractional Diffusion Equation

with fractional derivatives with respect both to time and to the
spatial variable (see [2]).

C
0Dα

t y− ∂βy
∂|x|β

= f (x, t) (7)

The initial and boundary conditions are zero:

y(0, t) = 0, y(1, t) = 0; y(x,0) = 0. (8)

Discretization and solution of this problem using matrix ap-
proach is illustrated by the following sample code. In this case,
we need left-sided fractional derivative with respect to time, and
a symmetric Riesz derivative with respect to spatial variable.
Suppose we take some orders α and β:

alpha = 0.7; beta = 1.8;

First, we have to set up the coefficients of the equation and
the discretization nodes:

a2 = 1; % coefficient in the equation
L = 1; % length of spatial interval
m = 21; % Number of spatial nodes
n =148; % Number of steps in time
h = L / (m-1); % spatial step
tau = hˆ2 / (6*a2); % time step

Then let us generate the matrix for approximation:

% time derivative matrix
B1 = ban(alpha,n-1,tau)’;
TD = kron(B1, eye(m));

% spatial derivative matrix
B2 = ransym(beta,m,h);
SD = kron(eye(n-1), B2);

% matrix of discretization in space and time
SM = TD - a2*SD;

Now let us utilize zero boundary conditions. This means
that we have to remove columns and rows corresponding to the
boundaries from SM:

S = eliminator (m, [1 m]);
SK = kron(eye(n-1), S);
SMWC = SM * SK’;

S = eliminator (m, [1 m]);
SK = kron(eye(n-1), S);
SMWRC = SK * SMWC;

Now let us evaluate the right hand side:

F = 8*ones(size(SMWRC),1);

Figure 9. Solution of (7)–(8) for α = 0.7, β = 1.8.

. . . and solve the system SMWRC * Y = F:

Y = SMWRC\F;

Now we only have to reshape the solution array (values for
k-th time step will be in the k-th column of YS)

YS = reshape(Y,m-2,n-1);
YS = fliplr(YS);
U = YS;

and plot it:

[rows, columns] = size(U);
U = [ zeros(1, columns); U; zeros(1, columns)];
U = [zeros(1,m)’ U];
[XX,YY]=meshgrid(tau*(0:n-1),h*(0:m-1));

mesh(XX,YY,U)

The demo function fracdiffdemoy(alpha,beta) is
a wrapper for the above code.

PARTIAL FRACTIONAL DIFFERENTIAL EQUATIONS
WITH DELAYED FRACTIONAL DERIVATIVES

Let us consider a fractional diffusion equation with two frac-
tional derivatives with respect to time, one of them with delay
(see [2]):

1
2

�
C
0Dα

t y+ C
0Dγ

t−δy
�
− ∂βy

∂|x|β
= f (x, t) (with f (x, t)≡ 8)

(9)
The initial and boundary conditions are zero:

y(0, t) = 0, y(1, t) = 0 y(x,0) = 0 (10)
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Example: Time-space fractional diffusion equation

α = 0.7

β = 1.8

α = 0.7

β = 1.4

α = 0.7

β = 2
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Example: Time-space fractional diffusion equation
! ! ! ! with delayed fractional derivative

Historically the first example 
of numerical solution of 
fractional differential equations
with delayed fractional 
derivatives

α = 0.8

β = 1.8

k = 6 k = 12

k = 24 k = 36

Systems of linear fractional ODEs? – YES!

Figure 6. Solution of (4)–(5) for A = 1, B = 1, C = 1.

Figure 7. Solution of (4)–(5) for A = 1, B = 0.5, C = 0.5.

following linear system of ordinary FDEs with constant coeffi-
cients:

x(α)
1 (t) = a11x1 +a12x2 +a13x3 + c1

x(β)
2 (t) = a21x1 +a22x2 +a23x3 + c2 (6)

x(γ)
3 (t) = a31x1 +a32x2 +a33x3 + c3

under zero initial conditions x1(0) = x2(0) = x3(0) = 0. After in-
troducing the obvious matrix of coefficients A, the column vector
C, and the column vector of orders of differentiation B,

B = [0.9 0.8 0.8]’;

!1.5

!1

!0.5

0

0.5

0

1

2

3

4

5

!1.2

!1

!0.8

!0.6

!0.4

!0.2

0

0.2

0.4

Figure 8. Solution of the linear system of FDEs (6)

A = [-2.0000 -1.0000 -1.9000; ...
-3.0000 -2.0000 -1.0000; ...
-1.0000 -1.0000 -1.0000];

C = [1 5 2]’;

and defining the time step and the number of steps,

timestep = 0.01; Steps = 2000;

the solution of the system is obtained and depicted by

Y = linsfdes(B, A, C, timestep, Steps);
plot3(Y(:,1), Y(:,2), Y(:,3))
grid on, box on

In the function linsfdes, the matrix corresponding to different
orders of differentiaton in the left-hand side is computed as

for p = 1:k
D(((p-1)*N+1):(p*N),((p-1)*N+1):(p*N)) ...

= ban(B(p),N,h);
end

and the matrix of coefficients is obtained from A as

AK = kron(A,eye(N));

The resulting trajectory of the solution in coordinates x1, x2, x3
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Fig. 6.1 Geometric interpretation of distributed-order differentiation as a framework for creating
distributed-order models

n∑

k=1

ak = 1.

Introducing the weighting function

w(α) =
n∑

k=1

akδ(α − αk), (6.7)

we can write the Eq. (6.6) in the form of a distributed-order differential equation:

0Dw(α)
t x(t) = f (t). (6.8)

This means that properties of positive linear time-invariant systems should
follow from the properties of distributed-order systems with a positive function w(α)

describing the distribution of orders.
Such a change of the viewpoint means also that the problem of identification of

parameters of linear time invariant systems like (6.6) can be replaced by a more
general and more interesting problem of identification of a most appropriate shape
of the function w(α) of a system described by Eq. (6.7).

Similarly, the theory of stability of linear time-invariant systems can be overcome
by the theory of stability of distributed-order systems.

Even more possibilities open if the distributed-order derivative is written in the
form

Interpretation of DO operators
ϕ(α)

Discretization of DO-FDs: 

a piece of cake!
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Example 0: DO-Diethelm-Ford equation(s)

Error at u(0.5) = -7.6896e-04

Theorem 4.1 Under the conditions given in Assumptions 3.1 and 4.1, the
overall error of the algorithm we have presented for solving (2) satisfies for
jh ∈ [0, T ]:

‖uj − u(jh)‖ = O(hq) + O(max
i

{n−p
i }). (25)

The conclusions of Theorem 4.1 imply that it makes sense to ensure that
the orders of convergence of the two methods employed are similar.

5 Numerical examples

To illustrate the behaviour of our method, we present some simple numerical
examples. In [12] we considered already an equation where the orders were
distributed over [0.1, 0.9] and with solution u(t) = t2.

Example 5.1 The equation
∫ 2

0

Γ(6 − r)

120
Dr

∗
u(t)dr =

t5 − t3

log t
(26)

with initial conditions u(0) = u′(0) = 0 has the unique solution u(t) = t5.

In Table 1 we give details of the errors when the trapezium rule is used
as the quadrature method and the Adams method from [15] is employed
as the fractional multi-term solver. The equation and its solution satisfy
the conditions of Theorem 4.1. The Adams method is corrected to give an
order 2 method, by using the number of corrector iterations determined as
in Diethelm ([10], Section 6). We can see from the entries in the Table that
the method has the order 2 predicted by Theorem 4.1.

Remark 5.1 As we have discussed, the errors in the method are comprised
of a component related to the quadrature and a second component related to
the differential equation solver. By reading the values down a column of the
tables, one can track the change in total error caused by changing the step
length in the differential equation solver; reading along a row allows checking
of the change in error relating to changes in node-spacing for the quadrature
rule. To detect the overall error performance, it is most appropriate to read
the errors down a diagonal from upper-left to lower-right. It is important to
realise this when interpreting the experimental results in relation to the error
analysis from the previous section.
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Example 1:  DO-fractional relaxation equation

0D
ϕ(α)
t x(t) +Bx(t) = f(t),

x(0) = 1

x(t) = u(t) + 1

0D
ϕ(α)
t u(t) +Bu(t) = f(t)−B,

u(t) = 0.

ϕ(α) = 6α (1− α),

0 ≤ α ≤ 1

Example #3-1:  Fractional relaxation equation
h = 0.01;           % step of discretization
t = 0:h:5;          % as in [DOFDS-paper, caption to Fig.6]
N = length(t) + 1;  % number of nodes
B = 0.1;            % coefficient of the equation 
                    % as in [DOFDS-paper, caption to Fig.6]
f = '0 + 0*t';      % RHS, as in [DOFDS-paper, caption to Fig.6]
M = zeros(N,N);     % pre-allocate matrix M for the system
 
alpha=exp(-0.01*5);  % beta = 0.9512,  order of equation
 
% First, we make the matrix for the entire equation -- this is really easy:
M = ban(alpha, N-1, h) + B*eye(N-1,N-1);
 
% Then we compute the right-hand side at discretization nodes:
F = eval ([f '-B'], t)';
 
% Utilize zero initial condition:
M = eliminator(N-1,[1])*M*eliminator(N-1, [1])';
F = eliminator(N-1,[1])*F;
 
% And solve the system MY=F:
Y = M\F;
 
% Pre-pend the zero initial value (that one due to zero initial condition)
Y0 = [0; Y]; 
 
% Plot the solution:
plot(t, Y0+1, 'g')

Figure 1: The shape of the variable order α(t) = e−At for A = 0.01

Such “terminal” solutions for α(t) = 1 and α(t) = 0.9512 for f(t) = 0 can be
easily obtained as solutions of the initial-value problem for fractional differential
equations of constant order α,

0D
α
t x(t) +Bx(t) = 0, (0 < α ≤ 1), (15)

x(0) = 1,

that is,
x(t) = Eα,a(−Btα), (16)

where Eα,β(z) denotes the Mittag-Leffler function in two parameters.
The solution for α(t) = 1 is

x(t) = E1,a(−Bt) = e−Bt, (17)

and the solution for α(t) = exp(−0.05) = 0.9512 is

x(t) = E0.9512,a(−Bt0.9512). (18)

For B = 0.1 these solutions are shown in Fig. 2 by the red an the green line,
respectively.

3.2 Variable-order fractional relaxation equation

Now let us return to the variable-order fractional relaxation initial-value prob-
lem.

To use the matrix approach for solving the problem (14), we need to have
zero initial conditions. Introducing an auxiliary function u(t) such that x(t) =
u(t) + 1. Then for u(t) gives the following initial value problem for u(t):

5
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Example 1:  DO-fractional relaxation equation

h = 0.01;           % step of discretization
t = 0:h:5;          % as in [DOFDS-paper, caption to Fig.6]
N = length(t) + 1;  % number of nodes
B = 0.1;            % coefficient of the equation 
                    % as in [DOFDS-paper, caption to Fig.6]
f = '0 + 0*t';      % RHS, as in [DOFDS-paper, caption to Fig.6]
M = zeros(N,N);     % pre-allocate matrix M for the system
 
% First, we make the matrix for the entire equation -- this is really easy:
M = doban('6*alf.*(1-alf)', [0 1], 0.01, N-1, h) + B*eye(N-1,N-1);
 
% Then we compute the right-hand side at discretization nodes:
F = eval ([f '-B'], t)';
 
% Utilize zero initial condition:
M = eliminator(N-1,[1])*M*eliminator(N-1, [1])';
F = eliminator(N-1,[1])*F;
 
% And solve the system MY=F:
Y = M\F;
 
% Pre-pend the zero initial value 
% (that one due to zero initial condition)
Y0 = [0; Y];
 
% Plot the solution:
U = Y0 + 1;
plot(t, U, 'k')

Example 2:  Bagley-Torvik equation
% (1) Prepare constants and nodes (this is the longest part of the 
script):
alpha = 1.5;
A = 1; B = 1; C = 1;  % coefficients of the Bagley-Torvik equation
h = 0.075;            % step of discretization
T = 0:h:30;           % nodes
N = 30/h + 1;         % number of nodes
M = zeros(N,N);       % pre-allocate matrix M for the system
 
% (2) Make the matrix for the entire equation -- this is really easy:
M = A*ban(2,N,h) + B*doban('6*alf.*(1-alf)', [0 1], 0.01, N, h) + C*eye
(N,N);
 
% (3) Make right-hand side:
F = 8*(T<=1)';
 
% (4) Utilize zero initial conditions:
M = eliminator(N,[1 2])*M*eliminator(N, [1 2])';
F = eliminator(N,[1 2])*F;
 
% (5) Solve the system MY=F:
Y = M\F;
 
% (6) Pre-pend the zero values (those due 
% to zero initial conditions)
Y0 = [0; 0; Y];
 
% Plot the solution:
plot(T,Y0)

DO vs Half-order



Example #3-5: Bagley-Torvik equation

Figure 5. Symmetric Riesz derivative of y(t) = 4t(1− t).

RDbeta = ransym(beta, N+1, h);

% beta-th derivative of the function y

yderb = RDbeta * y’;

end

We can also evaluate the symmetric Riesz fractional deriva-

tive for orders from 0 to 2 using the function RANORT (in

other words, using Ortigueira’s definition of the symmetric Riesz

derivative via centred differences [5]):

h = 0.01; t = 0:h:1;

N = 1/h; y = 4*t.*(1-t);

for beta = 0:0.1:2;

% RANORT is used here

RDbeta = ranort(beta, N+1, h);

% beta-th derivative of the function y

yderb = RDbeta * y’;

end

Comparing the results of computation we see that the an-

alytical formula and both numerical approximation practically

coincide. This is shown in Fig. 5, where all three sets of plots

practically coincide.

SOLUTION OF ORDINARY FRACTIONAL DIFFEREN-
TIAL EQUATIONS: THE BAGLEY-TORVIK EQUATION

Matrix approach allows easy solution of ordinary differen-

tial equations with derivatives of any order (integer and non-

integer). Let us consider the following initial value problem for

the Bagley-Torvik equation (see [3], Section 8.3.2):

Ay��(t)+By3/2(t)+Cy(t) = F(t), F(t) =
�

8, (0≤ t ≤ 1)
0, (t > 1)

(4)

y(0) = y�(0) = 0 (5)

The following script solves the problem (4)–(5). Note how

easy is the discretization of the equations.

% (1) Prepare constants and nodes

% (this is the longest part of the script):

alpha = 1.5;

A = 1; B = 1; C = 1; % equation coefficients

h = 0.075; % step of discretization

T = 0:h:30; % nodes

N = 30/h + 1; % number of nodes

M = zeros(N,N); % pre-allocate memory

% (2) Make the matrix for the entire equation --

% compare this with the equation!

M = A*ban(2,N,h) + B*ban(alpha,N,h) + C*eye(N,N);

% (3) Evaluate the right-hand side:

F = 8*(T<=1)’;

% (4) Utilize zero initial conditions:

M = eliminator(N,[1 2])*M*eliminator(N, [1 2])’;

F = eliminator(N,[1 2])*F;

% (5) Solve the system MY=F:

Y = M\F;

% (5) Pre-pend the zero values

% (those due to zero initial conditions)

Y0 = [0; 0; Y];

% Plot the solution:

plot(T,Y0); grid on

The result is shown in Fig. 6.

This procedure is implemented in the demo function

bagleytorvikequation. To compute the solution for A =
1, B = 0.5, C = 0.5 (see Fig. 7) we can simply call that function:

Y = bagleytorvikequation(1,0.5,0.5);

SOLUTION OF A SYSTEM OF ORDINARY FRAC-
TIONAL DIFFERENTIAL EQUATIONS

The matrix approach can be used also for solving systems

of ordinary fractional differential equations. Let us consider the

4 Copyright c� 2009 by ASME
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y(0) = y�(0) = 0 (5)

The following script solves the problem (4)–(5). Note how

easy is the discretization of the equations.

% (1) Prepare constants and nodes

% (this is the longest part of the script):

alpha = 1.5;

A = 1; B = 1; C = 1; % equation coefficients

h = 0.075; % step of discretization

T = 0:h:30; % nodes

N = 30/h + 1; % number of nodes

M = zeros(N,N); % pre-allocate memory

% (2) Make the matrix for the entire equation --

% compare this with the equation!

M = A*ban(2,N,h) + B*ban(alpha,N,h) + C*eye(N,N);

% (3) Evaluate the right-hand side:

F = 8*(T<=1)’;

% (4) Utilize zero initial conditions:

M = eliminator(N,[1 2])*M*eliminator(N, [1 2])’;

F = eliminator(N,[1 2])*F;

% (5) Solve the system MY=F:

Y = M\F;

% (5) Pre-pend the zero values

% (those due to zero initial conditions)

Y0 = [0; 0; Y];

% Plot the solution:

plot(T,Y0); grid on

The result is shown in Fig. 6.

This procedure is implemented in the demo function

bagleytorvikequation. To compute the solution for A =
1, B = 0.5, C = 0.5 (see Fig. 7) we can simply call that function:

Y = bagleytorvikequation(1,0.5,0.5);
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of ordinary fractional differential equations. Let us consider the

4 Copyright c� 2009 by ASME

Recall
ing

 lectu
re #3 Example 3:  DO-diffusion-wave equation

ϕ(α) = 1

ϕ(α) = δ(α− λ)

0D
λ
t

DO

CO

C
0D

ϕ(α)
t y − ∂βy

∂|x|β = f(x, t)

y(0, t) = 0, y(1, t) = 0; y(x, 0) = 0.

Q: How would you implement 
     Dirac’s delta function in MATLAB? MATLAB:   '0 + 100*(alf>0.99)'

Example 3:  DO-diffusion-wave equation

ϕ(α) = 2 (1− α) ϕ(α) = 2α

Matrix approach toolbox 
for distributed orders

Non-equidistant grids

Non-equidistant grid: discretization is 
cumbersome even in simplest cases...

on the interval [0, l], with boundary conditions

−u′(0) = 1

and
u(l) = 0.

(We also include the limit case l = ∞.) Let us approximate the solution
u to (1) by a staggered three-point finite difference scheme. In a staggered
scheme, the numerical solution is defined at “potential” nodes

xi, i = 1, . . . , k + 1

with
x1 = 0

and
xi+1 > xi,

and the finite difference derivatives are defined at “derivative” nodes

x̂i, i = 0, . . . , k

with
x̂0 = 0.

We denote the step sizes by

hi = xi+1 − xi,

and
ĥi = x̂i − x̂i−1,

and solve the following finite difference problem

1
ĥi

(

wi+1 − wi

hi
− wi − wi−1

hi−1

)

− λwi = 0, i = 2, . . . , k, (2)

with boundary conditions

1
ĥ1

(

w2 − w1

h1

)

− λw1 = − 1
ĥ1

and
wk+1 = 0.
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w��(x) :



The R1and R2 algorithms

R1 and R2 are based on approximation of integration.

In such a case, the grid can be non-uniform.

Left-sided fractional derivatives:
inverse of fractional integrals; then

Change the viewpoint:

Bα
N = (IαN )−1

Any approximation of fractional integration
after inversion gives an approximation for 
fractional differentiation on the same grid!

IαN =
�
Bα

N

�−1

Recall that 

The simplest approach: 
approximation of a function under integration

by a piecewise constant function

differentiaton, which is based on generalization of finite
differences defined on an equidistant mesh.

The matrix approach to discretization of integrals and
derivatives of arbitrary real order, developed by Podlubny
(2000, 2009), allows us to generalize discretization of
fractional-order integrals and derivatives to non-uniform
meshes.

The idea is to create first a discretization matrix Iα

for integral of order α. After the matrix Iα for discrete
fractional integration on non-uniform mesh is obtained,
we can easily derive the matrix Dα for discvretization of
fractional order derivatives by matrix inversion:

Dα = (Iα)−1 .

In the simplest case, which we use in the subsequent
examples, the function under differentiation can be ap-
proximated by a piece-wise constant function, and for the
non-equidistant discretization nodes tk (k = 1, . . . , N),
the coefficients of the lower triangular matrix Iα can be
evaluated as

Ik,j =
(tk − tj−1)α − (tk − tj)α

Γ(α+ 1)
, (1)

j = 1, . . . , k; k = 1, . . . , N. (2)

In the case of non-equidistant nodes, however, the matrices
Iα and Dα, are not strip matrices.

2.2 Generating non-equidistant meshes for the examples

In the examples below we use non-equidistant nodes gen-
erated with random steps. We generate N random points
between 0 and 1, sort them in ascending order, and then
scale to the considered interval of length L. Using the
Matlab notation this can be written as

t = L ∗ sort(rand(N, 1)). (3)

After that, we replace the first and the last randomly
generating node with the exact left and right bounds of
the considered interval.

2.3 Example 1: Evaluation of integer-order integrals and
derivatives

First, let us plot the function y = sin(t) (black line in
Fig. 1), its exact first-order derivative (blue line) and inte-
gral (black, blue, and violet lines in Fig. 1, respectively),
for t = [0; 2]. The same function was then integrated (cyan
line) and differentiated (red line) with non-equidistant
step, which was obtained as described above.

2.4 Example 2: Evaluation of fractional-order integrals
and derivatives

The proposed approach is suitable also for evaluating
fractional-order integrals and derivatives. In Fig. 2 and
Fig. 3 fractional order integrals and derivatives of orders
α = 0.1, α = 0.3, α = 0.5, and α = 0.7 of function
y = sin(t) are plotted. Each derivative obtained using non-
equidistant step is compared with solution obtained using
the “matrix approach” with equidistant step. The match
shows good agreement of the results.
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Fig. 1. First order derivative and integral of y = sin(t)
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Fig. 2. Fractional-order integrals of sin(t)
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Fig. 3. Fractional-order derivatives of sin(t)

3. SOLUTION OF FRACTIONAL DIFFERENTIAL
EQUATIONS ON NON-EQUIDISTANT MESHES

3.1 Example 3: Solution of a two-term equation

In the first work on the matrix approach to discrete frac-
tional calculus (Podlubny (2000)), Podlubny considered a

Bα
N = (IαN )−1

Coefficients of IαN

For non-equidistant grids, the matrix is not a TSM .
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 =  0.1
 =  0.3
 =  0.5
 =  0.7
 = [  0.1 0.3 0.5 0.7]

with non equidistant step

Example 1: fractional integrals of  sin(x)

Example 2: fractional derivatives of  sin(x)
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with non equidistant step

Example 3: two-term ordinary FDEsample two-term fractional differential equation in terms

of the Caputo derivatives under zero initial conditions:

y(α)(t) + y(t) = 1, (4)

y(0) = 0, y�(0) = 0.

The exact analytical solution of this problem can be

expressed using the Mittag-Leffler function:

y(t) = tαEα,α+1(−tα). (5)

In Fig. 4 the comparison of the exact analytical solution

(blue line), and numerical solution obtained with the help

of developed approach (green line) using non-equidistant

nodes (with N = 500) for the case of α = 1.8.
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Fig. 4. Analytical and numerical solution of problem (4).

3.2 Example 4: The Bagley-Torvik equation

As mentioned above, the proposed approach allows easy

solution of ordinary differential equations with derivatives

of arbitrary real order (integer and non-integer). Let us

consider the following classical initial value problem for

the Bagley-Torvik equation:

Ay��(t) +By3/2(t) + Cy(t) = F (t), (6)

F (t) =

�
8, (0 ≤ t ≤ 1)

0, (t > 1)
, y(0) = y�(0) = 0.

In Fig. 5, the solutions of the Bagley-Torvik equation for

A = 1, B = 1, C = 1 in the time interval [0; 30], obtained

using two approaches, are shown. The green line represents

the numerical solution using “matrix approach” with the

equidistant step h = 0.075, and the blue line represents

the numerical solution with non-equidistant step.

In Fig. 6 the solutions of the same problem are shown for

A = 1, B = 0.5, C = 0.5. The green line corresponds to

the solution obtained using equidistant mesh, the red line

depicts the solution obtained using non-equidistant mesh.
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real order. Using discrete analogs of fractional integrals

and fractional derivatives on non-equidistant meshes, it is

surprisingly easy to solve fractional differential equations
on non-equidistant meshes. The suggested method can be

easily extended to the case of partial fractional differ-
ential equations, following the work by Podlubny et al.
(2009). For equidistant meshes, the results coincide with

the known classical numerical solutions.

The accuracy of the numerical solution of fractional differ-
ential equations on non-equidistant meshes depends on the

number of nodes and the largest steps between the nodes.

This is obvious in Fig. 6.

The presented approach can be considered as the first

step towards extending adaptive stepsize methods for

numerical solution of fractional differential equations.

ACKNOWLEDGEMENTS

The idea of fractional-order differentiation on non-equidis-

tant meshes was first tested by Igor Podlubny and his

student Yashodhan Tarte during the summer course on

fractional differential equations in engineering led by Igor

Podlubny in 2007 at Utah State University in Logan, USA.

sample two-term fractional differential equation in terms

of the Caputo derivatives under zero initial conditions:

y(α)(t) + y(t) = 1, (4)

y(0) = 0, y�(0) = 0.

The exact analytical solution of this problem can be

expressed using the Mittag-Leffler function:

y(t) = tαEα,α+1(−tα). (5)

In Fig. 4 the comparison of the exact analytical solution

(blue line), and numerical solution obtained with the help

of developed approach (green line) using non-equidistant

nodes (with N = 500) for the case of α = 1.8.
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and fractional derivatives on non-equidistant meshes, it is

surprisingly easy to solve fractional differential equations
on non-equidistant meshes. The suggested method can be

easily extended to the case of partial fractional differ-
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(2009). For equidistant meshes, the results coincide with
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3.2 Example 4: The Bagley-Torvik equation

As mentioned above, the proposed approach allows easy
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consider the following classical initial value problem for

the Bagley-Torvik equation:

Ay��(t) +By3/2(t) + Cy(t) = F (t), (6)
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using two approaches, are shown. The green line represents

the numerical solution using “matrix approach” with the

equidistant step h = 0.075, and the blue line represents

the numerical solution with non-equidistant step.

In Fig. 6 the solutions of the same problem are shown for

A = 1, B = 0.5, C = 0.5. The green line corresponds to

the solution obtained using equidistant mesh, the red line

depicts the solution obtained using non-equidistant mesh.

4. CONCLUSION
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real order. Using discrete analogs of fractional integrals

and fractional derivatives on non-equidistant meshes, it is

surprisingly easy to solve fractional differential equations
on non-equidistant meshes. The suggested method can be

easily extended to the case of partial fractional differ-
ential equations, following the work by Podlubny et al.
(2009). For equidistant meshes, the results coincide with

the known classical numerical solutions.

The accuracy of the numerical solution of fractional differ-
ential equations on non-equidistant meshes depends on the

number of nodes and the largest steps between the nodes.

This is obvious in Fig. 6.

The presented approach can be considered as the first

step towards extending adaptive stepsize methods for

numerical solution of fractional differential equations.
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Can we have variable step length?

As seen in MATLAB:  ode23.m and ode45.m solvers

• optimized for a variable step
• using a variable step ensures that a large step size 

is used for low frequencies and a small step size is 
used for high frequencies

• make a step, estimate the error at this step, check 
if the value is greater than or less than the 
tolerance, and adapt the step size accordingly

There was nothing like this available for FDEs –
so far...

Method of  “large steps”

Method of  “large steps”

Figure 2: Solution of (7)–(8) after first “large step”

M = eliminator(N,[1])*M*eliminator(N, [1])’;

F = eliminator(N,[1])*F;

U = M \F;

U0 = [0; U];

Y0 = U0 + 1;

plot(t, Y0, ’g’)

We see that finally we obtained the solution of the original problem in the
interval (0,2) using two “large steps”: the first step was numerical solution in
(0,1), and the second step was numerical solution in (1,2). In the right-hand
side of the equation for the interval (1,2) two additional terms appeared
as the result of considering fractional differentiation with a different lower

terminal, namely 1D
1/2
t y(t).

1.4 A simple generalization of the sample problem

In general, if we considered the problem (0 < α < 1)

0D
α
t y(t) = f(y(t), t), (t > 0), (12)

y(0) = 0, (13)

and obtained its solution in the interval (0, a) (and the final value ya at
t=a), then we can use this for transforming the problem to

aD
α
t y(t) = f(y(t), t)− 0R

α
ay(t), (t > a), (14)
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y(a) = ya, (15)

where

0R
α
ay(t) =

1

Γ(1− α)

a�

0

(t− τ)α−1
y(τ)dτ, (t > a). (16)

It is useful to note here that 0R
α
ay(t) can be evaluated as a fractional

derivative of the function y
∗
= (1−H(t−a))y(t), whereH(t) is the Heaviside

unit-step function:

0R
α
ay(t) = 0D

α
t

�
(1−H(t− a))y(t)

�
(17)

Introducing an auxiliary function y(t) = u(t) + ya, we arrive at the

problem with zero initial condition for the function u(t), which can be solved

numerically:

aD
α
t u(t) = f(u(t) + ya, t)− 0R

α
ay(t)− ya, (t > a), (18)

u(a) = 0. (19)

This process of “large steps” can be continued as long as necessary.

2 Method of “large steps” and the problem of ini-
tialization

Lorenzo and Hartley raised the question about initialization of fractional

derivatives. Their motivation was to use or recover the information about

the process y(t) in the interval (0, a), if we consider fractional derivatives of

y(t) in (a,∞).

It is worth noting that in the second “large step” in the considered sample

problem we used, in fact, the proper initialization of the fractional derivative

in the interval (1, 2) based on the known behavior of y(t) in (0, 1).

3 Linear fractional differentia equations

If we consider a linear fractional differential equation with constant coeffi-

cients in the interval (0, b),

m�

k=1

pk 0D
αk
t y(t) + p0y(t) = f(t), (0 < t < b), (20)

If we assume that ak < n, (k = 1, . . . ,m,) and n− 1 < max
k

ak < n, then we

have to add n initial conditions, for example,
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We see that finally we obtained the solution of the original problem in the
interval (0,2) using two “large steps”: the first step was numerical solution in
(0,1), and the second step was numerical solution in (1,2). In the right-hand
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It is useful to note here that 0R
α
ay(t) can be evaluated as a fractional

derivative of the function y
∗
= (1−H(t−a))y(t), whereH(t) is the Heaviside

unit-step function:

0R
α
ay(t) = 0D

α
t

�
(1−H(t− a))y(t)

�
(17)

Introducing an auxiliary function y(t) = u(t) + ya, we arrive at the

problem with zero initial condition for the function u(t), which can be solved

numerically:

aD
α
t u(t) = f(u(t) + ya, t)− 0R

α
ay(t)− ya, (t > a), (18)

u(a) = 0. (19)

This process of “large steps” can be continued as long as necessary.

2 Method of “large steps” and the problem of ini-
tialization

Lorenzo and Hartley raised the question about initialization of fractional

derivatives. Their motivation was to use or recover the information about

the process y(t) in the interval (0, a), if we consider fractional derivatives of

y(t) in (a,∞).

It is worth noting that in the second “large step” in the considered sample

problem we used, in fact, the proper initialization of the fractional derivative

in the interval (1, 2) based on the known behavior of y(t) in (0, 1).

3 Linear fractional differentia equations

If we consider a linear fractional differential equation with constant coeffi-

cients in the interval (0, b),

m�

k=1

pk 0D
αk
t y(t) + p0y(t) = f(t), (0 < t < b), (20)

If we assume that ak < n, (k = 1, . . . ,m,) and n− 1 < max
k

ak < n, then we

have to add n initial conditions, for example,
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Abstract

Two extensions of Podlubny’s matrix approach [3, 2] to discretiza-

tion of fractional-order integrals and fractional-order derivatives and

to numerical solution of fractional differential equations are presented.
Namely, for the first time, non-equidistant grids are considered for

approximating fractional-order operators and solving fractional-order

differential equations. Also, the method of ”large steps” is developed,

which opens the way to solve fractional differential equations using

adaptive steps methods.

1 Method of “large steps”

We will illustrate the idea of the proposed “method of large steps” on an

easy-to-follow and sample problem, which allows exact analytical solution.

1.1 Sample problem in the interval (0, 2)

Note: we use Caputo derivatives [1]. Let us consider the following sample

problem for large-steps method.

0D
1/2
t y(t) + y(t) =

t1.5

Γ(1.5)
+ t, (t > 0), (1)

y(0) = 0. (2)

One can easily verify that the exact solution of this problem is:

y(t) = t. (3)

1.2 First “large step”: interval (0,1)

We can solve the problem (1)–(2) numerically in the interval (0,1) using the

recently developed matrix approach [2, 3] and the corresponding MATLAB

toolbox [2].
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Exact solution: 
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First “large step”: interval  [0, 1]:
Figure 1: Solution of (1)–(2) after first “large step”

clear all

h = 0.01;

t = 0:h:1;

N = 1/h + 1;

M = zeros(N,N);

M = ban(0.5, N, h) + eye(N,N);

F = (t.^(0.5)/gamma(1.5) + t)’;

M = eliminator(N,[1])*M*eliminator(N, [1])’;

F = eliminator(N,[1])*F;

Y = M\F;

Y0 = [0; Y];

plot (t,Y0,’b’)

set(gca, ’xlim’, [0 2], ’ylim’, [0 2] )

grid on, hold on

So, we have solved the previous problem in (0,1) and we know y(t) for t
in (0,1).

1.3 Second “large step”: interval (1,2)

Taking into account that for t > 1 (we recall that we use the Caputo deriva-
tives)

0D
1/2
t y(t) = 1D

1/2
t y(t) +

1

Γ(0.5)

1�

0

y�(τ)dτ

(t− τ)1/2
, (t > 1) (4)
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Figure 1: Solution of (1)–(2) after first “large step”
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Method of “large steps”: example (2)

Second “large step”: interval  [1, 2]

Figure 1: Solution of (1)–(2) after first “large step”

clear all
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Y = M\F;
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plot (t,Y0,’b’)

set(gca, ’xlim’, [0 2], ’ylim’, [0 2] )

grid on, hold on

So, we have solved the previous problem in (0,1) and we know y(t) for t
in (0,1).

1.3 Second “large step”: interval (1,2)

Taking into account that for t > 1 (we recall that we use the Caputo deriva-
tives)

0D
1/2
t y(t) = 1D

1/2
t y(t) +

1
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1�

0

y�(τ)dτ

(t− τ)1/2
, (t > 1) (4)
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and that we already have y(t) = t in the interval (0,1), the problem (1)–(2)
can be written as

1D
1/2
t y(t) + y(t) =

t1.5

Γ(1.5)
+ t− 1

Γ(0.5)

1�

0

dτ

(t− τ)1/2
(t > 1). (5)

The integral in the last term can be easily evaluated as

1�

0

dτ

(t− τ)1/2
= 2t0.5 − 2(t− 1)0.5, (t > 1). (6)

Now we are ready to make the second “large step”, i.e. solution in
the interval (1, 2). In the interval (1, 2) (second step) we have to solve the
following problem:

1D
α
t y(t) + y(t) =

t1.5

Γ(1.5)
+ t− 2t0.5

Γ(0.5)
+

2(t− 1)0.5

Γ(0.5)
; (t > 1) (7)

y(1) = 1. (8)

To solve this problem using the matrix approach [2, 3], we need to obtain
zero initial conditions. For this, we make substitution

y(t) = u(t) + 1, (9)

and for the auxiliary function u(t) we have the desired initial value problem
with zero initial condition:

1D
α
t u(t) + u(t) =

t1.5

Γ(1.5)
+ t− 2t0.5

Γ(0.5)
+

2(t− 1)0.5

Γ(0.5)
− 1; (t > 1) (10)

u(1) = 0. (11)

Now we solve the problem for u(t) using the same matrix approach tool-
box, and plot the solution.
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The problem to solve in [1, 2]:
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Figure 2: Solution of (7)–(8) after first “large step”

M = eliminator(N,[1])*M*eliminator(N, [1])’;

F = eliminator(N,[1])*F;

U = M \F;

U0 = [0; U];

Y0 = U0 + 1;

plot(t, Y0, ’g’)

We see that finally we obtained the solution of the original problem in the
interval (0,2) using two “large steps”: the first step was numerical solution in
(0,1), and the second step was numerical solution in (1,2). In the right-hand
side of the equation for the interval (1,2) two additional terms appeared
as the result of considering fractional differentiation with a different lower

terminal, namely 1D
1/2
t y(t).

1.4 A simple generalization of the sample problem

In general, if we considered the problem (0 < α < 1)

0D
α
t y(t) = f(y(t), t), (t > 0), (12)

y(0) = 0, (13)

and obtained its solution in the interval (0, a) (and the final value ya at
t=a), then we can use this for transforming the problem to

aD
α
t y(t) = f(y(t), t)− 0R

α
ay(t), (t > a), (14)
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Using the matrix approach

0 Lorenzo and Hartley raised the question about initialization of 
fractional derivatives.  Their motivation was to use or recover 
the information about the process  y(t)  in the interval (0, a),  
if we consider fractional derivatives of  y(t)  in (a, !).

NOTE:  in the second “large step” in the considered sample 
problem we used, in fact, the proper initialization of the 
fractional derivative in the interval (1, 2) based on the known 
behavior of  y(t)  in  (0, 1).

Method of “large steps” and 
the problem of initialization

Are you bored? 
Try my Matrix Approach to poker!


